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1 Introduction

Inflation has displayed some distinctive characteristics since the mid eighties in developed countries and since the nineties in most emerging market economies. First, it has been low and not very volatile, at least compared with the period known as the “Great Inflation” (mid sixties to early eighties). Second, its correlations at all frequencies with standard monetary aggregates and the exchange rate have gone down sharply. Third, its relationship with the output gap and other slack measures has become undependable. As a consequence, inflation forecasts, conditional on causes identified by well-known economic models have not been much better or have been even inferior to those produced by simple univariate time-series models (Faust and Wright, 2013). More recent models that claim to perform better are not really of the traditional kind and perhaps could be more suitable for modern economies (for example, Bobeica and Jarociński, 2017).

This paper sheds light onto these and other related matters by examining the experience of some countries that have changed their monetary regimes at some point in time. When an economy moves from one monetary regime into another, the inflation process changes in particular ways to be explained later. Although the basic idea behind this study is not new and it is somehow implicitly contained in many papers, there are several novel aspects in the analysis developed below. A key objective is to explain what happens to Granger causality of inflation and other variables within each regime. To justify the need for this view, it might be useful to discuss some basic aspects on the modeling of inflation. This will also serve to explain the contributions of this paper.

In a monetary model, inflation dynamics is summarized by a postulated macroeconomic pricing equation for a representative bundle of goods and services. A good example, but by no means the only one, is the New Keynesian Phillips curve (NKPC), the dominant contemporary approach to inflation modeling. The use of that particular pricing equation makes sense only when price stability is the central bank’s main mandate and, therefore, it might not be so useful in other circumstances. For example, when serious fiscal problems arise, another pricing setting could be at work. Those situations in modern times have become relatively rare, but they certainly have been present in the histories of many countries.

A pricing equation specifies the response of either the price level or the inflation rate to their determinants. At least in theory, the main determinants can be affected directly or indi-
rectly by the monetary authority through a chosen policy instrument such as the money supply, the exchange rate or the interest rate. The pricing equation could, in principle, determine not only the magnitude of the impact of a shock but the particular structure of Granger causality among the variables involved. Thus, when the monetary authority modifies its objective, its instrument or both, the dynamics of inflation might change.

This approach has been applied in Garcés-Díaz (2016 and 2017) and this paper extends that work in two main aspects. First, it provides an explicit theoretical framework where many inflation models can be embedded to explain changes in inflation dynamics. In those papers, the inflation models had been obtained as implications of the classical monetary model but this approach cannot account for a regime with inflation affected by economic slack, for example. Therefore, a more general approach based on changing pricing equations is proposed here. Another contribution is to show that the model applies more generally than in Garcés-Díaz (2016), where only the cases of some Latin American countries were analyzed. It adds two very different and important cases to show how the regime changes in causality and predictability in inflation are widespread events across countries and epochs. This has the potential to help to better understand the behavior of inflation at large.

A pricing equation implies a particular set of theoretical causality relations among monetary variables although such properties can be hidden to the observer sometimes by the dynamics of forward-looking expectations (see, for example, Killian and Lütkepohl, 2017). For simplicity, in this paper it will be assumed that the statistical causality can be related to the one stated by theory. Also, it is considered that there can be systematic, temporarily systematic and near-random causes of inflation. Sometimes there can be only one systematic cause of inflation understood as a good predictor for inflation that can change of identity at some point in time, as will be shown below. Some other times, the causes of inflation can be multiple and its influence temporary or random. This is the case when the inflation rate is the one that is determined, as opposed to price level determination. It is very important from the outset not to confuse the expression “price level determination” used here with frameworks of “price level targeting.” The difference will be clearer below. The study of the inflationary history of a country would require the identification of the pricing equation for each sample point which is made through a historical review, statistical tests or perhaps both. It is worth pointing out that in monetary regimes with price level determination, the central bank does not necessarily have an explicit target for the price level. For example, in an economy where there is a precise
objective for the exchange rate, there is only one kind of shocks that have a permanent effect on the price level in practice.

The empirical analysis of inflation obviously requires that there is enough information in the data to study any possible changes. This is typically accomplished through two possibilities: 1) long spans of data or; 2) short periods of sharp movements of the nominal variables. The empirical analysis of this paper uses the first alternative of many decades of data to study the United States, Mexico and Brazil cases. The example of the second possibility to obtain enough information from the sample is the few months of German hyperinflation.

However, inflation studies with the first alternative, very long samples, have been rare. The best known examples of this kind are Hendry (2001, 2015), which model UK inflation with annual data first from 1875 to 1991 and then extending it to 2011. A shorter version of the similar approach is Castle and Hendry (2007), which uses quarterly data but only from 1965 to 2003. This kind of studies is even harder to find if more than a single country is examined. One example is Sargent et al. (2009). The scarceness of such studies might have a good reason: it is not easy to find a unified framework to study long periods and different countries. A plausible explanation for that is that there are “structural changes,” although such changes are rarely explicitly identified. This paper suggests that at least some of such changes can be usefully described as shifts in the underlying pricing equations.

As mentioned above, the other possibility to get enough information in a sample to study the behavior of nominal variables is that of hyperinflation episodes. The reason to analyze here the most-studied event of this kind, the German hyperinflation in the early 1920s, is to demonstrate that changes in causality are determined by the choices of the monetary authority regardless of the levels of inflation.

The rest of the paper contains the following. Section 2 describes the main characteristic of how inflationary factors are treated here. Section 3 describes the role of pricing equations in explaining inflation dynamics. Section 4 presents the empirical cases where changes in pricing equations and Granger causality occurred. Section 5 contains the conclusions and final remarks.
2 The Causes of Inflation

There are several views on what causes inflation. The best known is that inflation is the view famously spoused by Friedman (1987) “…inflation is always and everywhere a monetary phenomenon in the sense that it is and can be produced only by a more rapid increase in the quantity of money than in output. Many phenomena can produce temporary fluctuations in the rate of inflation, but they can have lasting effects only insofar as they affect the rate of monetary growth.” This hypothesis has evolved toward some kind of consensus where, as expressed in Romer (2011): “Thus there are many potential sources of inflation. Negative technology shocks, downward shifts in labor supply, upwardly skewed relative-cost shocks and other factors that shift the aggregate supply curve to the left” and “factors that shift the aggregate demand curve to the right.” It agrees with Friedman in that “Nonetheless, when it comes to understanding inflation over the longer term, economists typically emphasize just one factor: growth of the money supply. The reason for this emphasis is that no other factor is likely to lead to persistent increases in the price level.”

Despite being the dominant model to study inflation, there are some facts about the Phillips curve that are little known or mentioned. The first is that the paper that made it part of the Keynesian model (Samuelson and Solow, 1960) states the curve was “roughly estimated” (in the note of Figure 2, p. 192). This actually meant that it was drawn over the scatter plot of 25 years of annual data. When the curve was estimated according to the statistical techniques available at the time, the curve was actually very different to the one displayed in that article even if the functional form is restricted to be a hyperbola (De Long, 1996 and Hall and Hart, 2012). Actually, it is extremely hard to obtain something close to the ideal Phillips curve with US data unless one picks purposely the years. Second, even if one can get a convincing Phillips curve out of raw data, this is not necessarily a proof of a relationship between both variables that goes from unemployment to inflation. For example, the Tobin effect indicates that higher inflation shifts funds from government securities into private investment and this lowers (increases) unemployment (output). The failures of the last few decades to forecast inflation (see, for example Dotsey et al. 2017, among many others) should be taken as a warning that the Phillips curve is not an unblemished model for inflation despite its current ascendancy.

Another approach to model inflation is to consider it as the result of many systematic
causes at once. A well-known study that uses many decades of data for one country is Hendry (2001), who estimates an “eclectic model of price inflation in the UK over the 1875-1991 span of time.” In subsequent related papers, Clemens and Hendry (2008) found the forecasts from that model to be not good when there were structural breaks.

It is worthwhile to emphasize how this article departs from Hendry (2001) approach. His model has a very large number of explanatory variables and dummies to control for problematic data points and outliers. Such profligacy comes from the specific aim to show that money is not the only cause of inflation. The analysis in this paper does not reject this view, but it considers the possibility that not all those causes are acting at the same time. This simple conjecture allows very parsimonious models, with three or less explanatory variables and a near absence of outliers. This is based on the hypothesis that only one type of pricing equation is working at any time and this implies few, or perhaps only one systematic cause of inflation instead of many and not necessarily money. As a result, most inflationary factors might show their impact through the error terms in regressions and, therefore, they are often of little use in inflation forecasting.

Sometimes it is quite difficult to identify when an economy changes its pricing equation. This article identifies such changes based on the hypothesis that when an economy switches its pricing equation, the Granger structure among monetary variables gets modified as well. This causes problems in models that were working well in a previous regime but that need to be replaced by another based on a different pricing equation for the new state of the world. The most evident failure is a degradation in the out-of-sample forecasting performance.

More recently, Bobeica and Jarociński (2017) apply the idea that inflation has many causes and not only the domestic output gap. They use many variables and lags of them within a flexible VAR framework. They include eight variables to represent domestic activity, eight global variables and six financial ones. They are able to capture the so called “missing” disinflation and inflation that other more scant or rigid models, such as New Keynesian ones, were unable to explain. It is a very compelling result if turns out to be robust enough. That result is consistent with the proposition that when the inflation rate is determined there can be many variables that can drive it and to attach too much weight to only a few can lead to bad forecasts. Notice also that they exclude any monetary aggregates, which confirm the observation that, for a long time money has, not been useful to forecast inflation in advanced economies.
3 Pricing Equations

A monetary model has as a key ingredient a mechanism to determine the evolution of the price level sometimes called a pricing equation. It describes the evolution of the price of a bundle of goods and services that are considered representative for the typical consumer of an economy. In that sense, it is similar to models for the prices of financial assets and shares some characteristics with them that can be exploited to study the behavior of the price level or the inflation rate in different monetary regimes.

Monetary regimes are determined by the actions of the corresponding authority, which it can try to pin down either the price level or the inflation rate that considers appropriate. The best known pricing equations at present are variations of the New Keynesian type and they have become essential parts of modern dynamic macroeconomic models. Another well-known pricing equation is the one used by Sargent and Wallace (1973) to study hyperinflation episodes. This was used by Sargent et al. (2009) also to study hyperinflation episodes in Latin America even though most of their samples cover periods not considered of hyperinflation and even some periods of low inflation. As will be seen, they are unlikely to be useful in forecasting.

Both pricing equations are similar in that they contain an expectations term for the next period’s dependent variable (inflation in one case and the price level in the other). Actually, Gordon (2013) argued that Sargent’s studies on hyperinflation were the origin of the modern NKPC. Nevertheless, this was derived explicitly first by Roberts (1995) from different price settings based on sticky prices or adjustment costs. In a NKPC, a slack measure of real activity, presumed to be a good proxy of the marginal cost of a representative producer, replaces money as the forcing variable for inflation but it keeps a forward-looking term related to the one present in Sargent's equations.

Despite that commonality, studies where more than one appears are very rare. There are, however, studies where the parameters of the equation shift or time-vary but the dependent and explanatory variables remain unchanged (for example Sims and Zha, 2006), which is not the case in this study. One can get some insights considering the possibility that the New Keynesian, the monetarist or other pricing equations had been used at some point and then were substituted for others, when the circumstances of the economy changed.

In those situations, one can expect that the substitution of a pricing equation, which reflects
a change in the monetary authority’s framework, impacts the behavior of inflation and other variables, particularly their Granger causality structure. For example, if a country controls an hyperinflation process, where money or the exchange rate were the driving variables, into a regime where price stability were the main objective, then economic activity or other factors could begin to play a role in the determination of inflation that did not have before. At the same time, inflation might not follow so closely the movements of either money or the exchange rate. Thus, the variables that help to predict inflation are not always necessarily the same. They can change and they often have.

A basic characteristic of a pricing equation comes from the nature of the monetary authority’s objective with respect to the nominal sector. The monetary authority actions can either influence the behavior of the nominal variables in ways this is better described by equations where the price level or the inflation rate are the alternative dependent variables. The choice of actions taken is fundamental to explain the effect of shocks on nominal variables. Historically, price level determination has been tied to either money or the exchange rate but, at least in the cases here examined, not both simultaneously. For inflation rate determination, the central bank can opt for the control of the money supply, the exchange rate depreciation, the movements of the output gap or some combination of them.

Again, it is important not to confuse the determination of the price level through a specific pricing equation where the price level is on the left-hand side, instead of the inflation rate, with price level targeting. Modern price level target for a central bank committed to price stability is not necessarily tied to any of those variables but there are still not known lasting empirical examples of it even though the Federal Reserve announced a variation of it, which was called “average inflation targeting.” It is too soon to evaluate it. The gold standard is a form of implicit price level targeting (Barro, 1979 and Citu, 2002) but it is of the passive type in that the national stock of the metal determines the price level and it is not under the government’s control (Hall, 2002).

Sweden from 1931 to 1937 adopted a price level targeting system after it abandoned the gold standard. This, however, should not be considered similar to modern proposals as the one adopted by the Federal Reserve because this consider the use of the interest rate as the policy instrument in the context of a floating exchange rate. Although the discount rate was regarded one of the policy instruments in the Swedish experience, the Riksbank also tied the value of the krona to the British pound in 1933. Moreover, even though monetary aggregates were
not explicitly considered neither as intermediate objectives neither as indicators, the money stock was kept nearly constant for most of this period (Jonung 1979, Figure 2). Thus, the Swedish case is more similar to the Mexican and Brazilian ones for several decades until the seventies. The big difference lies in the central objective. While the Riksbank was trying to maintain price level stability, those other two countries at times faced economic problems that made price stability not the primary concern and they faced high levels of inflation. This leads to a key implication: when the concern is price stability, price level determination is not necessarily forward-looking as is the case of inflation targeting where “bygones are bygones.” As in the cases here analyzed there was no commitment to price stability, the forward-looking element remains.

3.1 Differences in the Implications of Price Level and Inflation Rate Based Pricing Equations

A crucial difference between regimes with a price level and inflation rate determination is the persistence of inflationary shocks on the price level. When the price level is determined, only the driving variable matters in the long run and the effects of any other shocks are always transitory. In inflation rate determination, the price level is not necessarily driven by a single variable and, as the central bank is not committed to rectify previous deviations from its target, all shocks have a permanent effect on the price level.

In principle, because of the different impact of inflationary shocks, both regimes cannot coexist permanently although one of them can be a transient episode embedded into the other. There are a few examples of when that could happen. The most famous of them all is the case of the wide-spread view that in the short run inflation has many causes, but that in the long run the money supply is the only determinant of the price level (see for example, Romer, 2011). Although very popular, that view has some unsolved issues. The first one is that the transition from multiple inflation factors to a unique one (money) takes place is rarely modeled, if ever. For example, a common practice is to use a Phillips curve or other cashless models to determine medium and short term inflation without any reference to money as an inflationary cause. Despite attempts or suggestions of giving money a role in more general New Keynesian models of inflation, current practice has not abandoned cashless models as its main paradigm.
Nelson (2003) argues that money could be introduced in cashless models of inflation “as a proxy for yields that matter for aggregate demand” but that observation has not been seen as very useful in inflation forecasting at least.

Another problem is that not only the short-run but also the long-run correlation of money and the price levels has weakened since at least the 80s. If that correlation will ever be restored in the future, it is a question that has no answer right now. Recent work (Benati et al. 2016) showing that for very long samples there exists a long-run money demand does not by itself proves that money is the ultimate cause of inflation, as pointed out by Hendry and Ericsson (1991) and Hendry (2017). Moreover, regular cointegration techniques, which in fact can be interpreted as tests for long-run correlation between money and the price level controlling for other variables (Levy, 2002), might hide the presence of regime changes, as those discussed in this paper. It is shown here that even though one of the cases studied in Benati et al. (2016), Mexico, the stable money demand that had been present for a long period broke down since the year 2000. This event cannot be detected with regular cointegration tests for the whole sample because the money demand was stable during the period with the highest variability, which tends to hide what happened after 2000. Third, even though there is a widely spread belief that money only matters when there is high inflation, Granger causality does not necessarily runs from money to prices. Thus, even in those cases that relationship, if it exists, cannot be exploited for forecasting purposes, as the current dominance of cashless inflation models suggests.

Specific cases where one monetary regime gets embedded in the other are those of Germany and Sweden. Germany had a hyperinflation and price level determination period although price stability was not the central bank’s main objective during the early 1920s. However, most of the time there has been an inflation determination regime in that country. In Sweden, as discussed before, during the 1930s there was a price level determination regime where price stability was the chief objective of the central bank, therefore it is considered as an experiment of sorts for the modern proposal of substituting inflation targeting for price level targeting.

Another key difference between price level and inflation rate price equations lies in the form of their respective forward-looking solution. That form is relevant to obtain the final inflation models. When a pricing equation is defined for the price level, one has to deal with a relationship among nonstationary variables that under suitable assumptions produce
cointegration relationships. When the pricing equation is instead defined for the inflation rate dependent on a stationary variable, the solution ties current inflation to all the future discounted values of the driving variable. This will be explored next.

3.2 Some Types of Pricing Equations and Their Solutions

Among many possibilities, the following five pricing equations are enough to analyze the empirical cases of this paper. The first two correspond to price level determination and the rest to inflation rate determination. In all cases, the variables are in natural logarithm form.

3.2.1 Price Level Determination Through a Monetary Aggregate

This pricing equation corresponds to the simplified case where there is no interaction between the real and nominal sectors of the economy. This was used by Sargent and Wallace (1973). It is solved under rational expectations:

\[ p_t = \gamma_m E_t[p_{t+1}] + (m - y)_t \]  

where \((m - y)_t\) is the inflationary part of money supply (“inflationary money”) that the central bank controls to meet its desired price level and \(0 < \gamma_m < 1\).

Something important for the approach of this paper is that, for consistency and in order to obtain some general results, equation (1) requires that money growth is Granger-causing inflation. This is not necessarily the practice. For example, it is well-known that during the German hyperinflation, Granger causality did not run from money to prices but the other way around. Equation (1) can be solved forward by successive substitution applying the law of iterated expectations to obtain:

\[ p_t = \frac{1}{1 + \gamma_m} \sum_{\tau=0}^{T} \left( \frac{\gamma_m}{1 + \gamma_m} \right)^\tau E_t(m - y)_{t+\tau} + \left( \frac{\gamma_m}{1 + \gamma_m} \right)^{T+1} E_t(m - y)_{t+T+1} \]  

To rule out an explosive (speculative bubble) solution a transversality condition must be applied:

\[ \lim_{T \to \infty} \left( \frac{\gamma_m}{1 + \gamma_m} \right)^{T+1} E_t(m - y)_{t+T+1} = 0 \]
With this, a present value relationship arises:

\[ p_t = \frac{1}{1 + \gamma_m} \sum_{\tau=0}^{\infty} \left( \frac{\gamma_m}{1 + \gamma_m} \right)^{\tau} E_t(m - y)_{t+\tau} \]  

(4)

I.e., the current price level is equal to the sum of the discounted future values of the fundamentals. For the purposes of obtaining an empirically tractable model of inflation, the assumption on the stochastic behavior of the price level \( p_t \) and the fundamental \((m - y)_t\) are \( I(1) \) variables, following Campbell and Schiller (1987) and MacDonald and Taylor (1993), one can subtract \((m - y)_t\) from both sides of the equation and obtain:

\[ p_t - (m - y)_t = \frac{1}{1 + \gamma_m} \sum_{\tau=0}^{\infty} \left( \frac{\gamma_m}{1 + \gamma_m} \right)^{\tau} E_t \Delta (m - y)_{t+\tau} \]  

(5)

Under rational expectations, the forecasting errors of the right-hand side are stationary, thus the left-hand one is also stationary, therefore \( p_t \) and \((m - y)_t\) must have a cointegration relationship. Naming the right-hand as \( v_t \), one can obtain the well-known relationship known as the quantitative equation of money (QEM):

\[ p_t = (m - y)_t + v_t \]  

(6)

In other words, if the central bank targets a price level controlling the money supply then the quantitative equation of money is a cointegration relationship. Moreover, the long-run deviation \( v_t \) can be interpreted as the velocity of money. In this case the quantitative equation of money is not a tautology because of the requirement that money velocity is mean-reverting.

If this pricing equation applies, then in the long run only money matters to determine the price level. Other variables can have only a transitory impact on inflation. Two of the empirical examples presented below (Brazil and Mexico before the eighties) are completely in agreement with this but they are exceptions rather than the rule. In fact, in many countries the term velocity within the quantitative equation of money does not show mean reversion (see Juselius, 2006).

Even if the quantitative equation of money holds in a nontautological way, it is not necessarily true that it can be used to obtain a forecasting inflation model. It could be the case that the associated error-correcting variable is not the price level but money, as happens in many countries (for example, in the United States). In that case, one cannot say that money is the cause of inflation, at least not in the Granger sense, even if the quantitative equation of
money holds. However, under the assumption that the central bank targets the price level and
uses money as its instrument, the error-correcting variable must be the price level and money
should be useful to forecast inflation. This is the case in other examples shown below but not
the rule in modern economies.

3.2.2 Price Level Determination Tied to the Exchange Rate

This situation is more often analyzed in international economics research and it has been very
important in countries that have had problems with their current account balances. A different
take on this relationship is that of the monetary approach to the exchange rate with rational
expectations, as in MacDonald and Taylor (1993), where the dependent variable is not the
price level but the exchange rate. In this case, the forward-looking pricing equation takes the
following form:

\[ p_t = \gamma_e E_t[p_{t+1} - p_t] + (e + p^f)_t \]  

(7)

where \( e_t \) is the nominal exchange rate (defined as number of domestic currency units per
a foreign one) that the central bank controls and \( 0 < \gamma_e < 1 \). The central bank could be
controlling the nominal exchange rate for a given foreign price level \( p^f_t \) to set a trajectory for
the real exchange rate (for example, to keep trade competitiveness). However, if PPP holds
then this policy will eventually determine the domestic price level only. As in the previous
case, the parameter \( \gamma_e \) is between zero and one. Following the same steps as in the case for
money above and also assuming that the fundamental \( (e+p^f)_t \) is an I(1) variable, one obtains
the expression:

\[ p_t = (e + p^f)_t + rer_t \]  

(8)

where \( rer_t \), the real exchange rate, is a stationary process. Thus, if the central bank deter-
mines a price level controlling the nominal exchange rate, then the real exchange rate \( rer_t \) is
the residual of a cointegration relationship where the price level is the error-correcting vari-
able. More often, a similar equation has been used as a description of the determination of
the nominal exchange rate but it is always difficult to obtain an error correction mechanism or
any type of predicting model for that variable (see for example, Engels and West, 2005).
3.2.3 Inflation Rate Determination Tied to Economic Activity

Modern inflation rate targeting can be explicit, as in many economies, or implicit (for example, in the United States before 2012). The target is achieved throughout the determination of an interest rate that affects aggregate demand through different channels. In that approach to monetary policy, the dominant model of inflation is the Phillips curve, particularly in its forward-looking version, which is a fundamental ingredient of the New Keynesian theory of business cycles. The forward-looking pricing equation takes the following form:

$$\Delta p_t = \gamma_y E_t[\Delta p_{t+1}] + h_y (y_t - y_t^*)$$  \hspace{1cm} (9)

where $y_t$ and $y_t^*$ are the levels of actual and potential output, thus their difference is the output gap while $0 < \gamma_y < 1$ and $h_y$ are constants. The central bank cannot determine directly the output gap or other measures of economic slack. It must do it indirectly through the policy interest rate, which impacts the spending decisions of firms and consumers. This is known as conventional monetary policy but in some circumstances, as when the short-run interest rate is at or near the zero lower bound, the central bank might use unconventional measures such as quantitative easing and credit easing. The (rational) expectations term allows a short-run, but not a long-run trade-off between the output gap and inflation. Other variables stationary might be included. The forward solution of equation (9) is the following:

$$\Delta p_t = h_y \sum_{\tau=0}^{\infty} \gamma_y^\tau E_t (y - y^*)_{t+\tau}$$  \hspace{1cm} (10)

This means that current inflation depends on the stream of future output gaps, which are proxies for marginal costs, as has often been pointed out in modern literature (Goodfriend and King, 2009). These authors consider a more general model than the one used by Woodford (2008). They assume that inflation contains a stochastic trend. This is necessary for the US economy, where the price level appears to be an $I(2)$ process, at least before the beginning of the Great Moderation, which started more or less since the mid eighties. With trend inflation, the solution is:

$$\Delta p_t = \Delta p_t + h_y \sum_{\tau=0}^{\infty} \gamma_y^\tau E_t (y - y^*)_{t+\tau}$$  \hspace{1cm} (11)

where $\Delta p_t$ is trend inflation. Of course, a more complete model has to specify a monetary rule, an Euler equation and some other components as in Woodford (2007) and Goodfriend
and King (2009). Such elements, although necessary for a more complete picture of the economy, are not indispensable to examine the inflation forecasting performance of models based on slack measures of economic activity (see, for example, Stock and Watson, 2007 and Faust and Wright, 2013).

3.2.4 Inflation Rate Determination Tied to Money Growth

This monetary equation differs from that of section 3.2.1 mainly in that money growth does not necessarily translates in the long run into inflation at a 1-to-1 rate. The reason for this is that in an inflation rate determination regime the central bank has no pledge to amend past deviations from the objective. Thus, there can be, and usually there are, other determinants for the trajectory of the price level in the long run. Money growth as an inflation driver could even be combined with something like the output gap, as possibly happened in the United States for some time.

The pricing equation is similar to that of section 3.2.3 except in that the economic slack measure is substituted by money growth, a stationary variable:

\[
\Delta p_t = \Delta p_t + h_{\Delta m} \sum_{\tau=0}^{\infty} \gamma_{\Delta m} E_t \Delta m_{t+\tau}
\]

where \( h_{\Delta m} \) and \( 0 < \gamma_{\Delta m} < 1 \) are corresponding constants.

3.2.5 Inflation Target Tied to the Depreciation Rate

In this case, the pricing equation is similar to that of section 3.2.3 but with the exchange rate depreciation as the macroeconomic fundamental:

\[
\Delta p_t = \Delta p_t + h_{\Delta e} \sum_{\tau=0}^{\infty} \gamma_{\Delta e} E_t \Delta e_{t+\tau}
\]

where \( h_{\Delta e} \) and \( 0 < \gamma_{\Delta e} < 1 \) are constants.

4 Empirical Examples of Pricing Equation Changes

The use of more than one pricing equation allows the study of inflation in short and long data samples alike, provided there is enough information in the available data. At the same
time, it simplifies the construction of forecasting models by selecting variables that are the most adequate for each period. This section analyzes four cases, one for a short sample, the German hyperinflation (1921-1923) and three for long samples. First, the analysis is applied to the cases of Mexico (1932-2013) and Brazil (1960-2013) not only because they are also examples of the work of price level determination systems but because they used different instruments to achieve their goals and finally adopting an inflation target system. The case of the United States (1880-2007) is the best known, but there are some aspects about it that are not frequently stressed. One of them is the changes in Granger causality, that is here documented.

4.1 The German Hyperinflation (1921-1923)

This is an event where the sample is short but, given the very large rates of growth of monetary variables and the speed of adjustment to shocks, it contains a lot of information about monetary relationships and it has been a widely used case to study different aspects of money demand, inflation and the exchange rate.

Hyperinflation has typically been seen as a convincing proof that inflation is ultimately a monetary phenomenon in the sense that money drives the price level. However, Sargent and Wallace (1973), among others, noted that money growth did not Granger-caused inflation during the hyperinflations after World War I (WWI) but, instead, it was inflation the variable that Granger-caused monetary growth. To make the monetary aggregate the economic cause of inflation, they proposed a mechanism that involves increasing government spending which demands growing amounts of money, and hence higher inflation, to finance it. If the price setters have rational expectations then inflation leads money growth. As a follow up to this idea, Makinen and Woodward (1988) found that after the price stabilization period that followed six cases of after-WWI hyperinflations, among them the German one, the Granger causality from prices to money vanished. Because of the Sargent and Wallace’s arguments, changes in Granger causality have had a secondary or irrelevant role in the validation of inflation models.

The approach of this paper is different in that it considers those changes a relevant part of what a monetary regime switch brings and not only in hyperinflation episodes. Thus, an alternative explanation to the causality among monetary variables during the German hyperinflation is implicit in Bresciani-Turroni (1968). He divided the period in several stages, related
to the German government’s demand of foreign currency to meet war reparations. In his diagram I, “volume of circulation” (currency) and “domestic prices” had a closer relationship than that between domestic prices and the paper-marks-per-dollar exchange rate. In fact, until just before the beginning of the hyperinflation period (July 2021), the exchange rate only appeared correlated with the “prices of import goods” (diagrams III and IV). From May 1921 to the end of the hyperinflation in December 1923 (diagrams VI and VII), the relationship between domestic prices and the exchange rate became very tight, as Figure 1 shows.

Thus, Bresciani-Turroni was in fact chronicling the substitution of one pricing equation for another in which the driving cause was the need for foreign currency. This is actually a balance of payments problem and it matches a situation that had been recognized as early as the XVIII century, during the Swedish bullion controversy (Moosa and Towadros, 1999) and has been present in many other cases, two of them examined below.

Figure 1 shows the time path of inflation, money growth and the depreciation rate for this episode. It can be seen that since June 1921 on, money growth is led by both inflation and the depreciation rate. It is also seen that inflation and the exchange rate depreciation are more tightly correlated. The correlation between the first difference of these two variables is 0.92 while those of money growth with either of them is 0.5. This suggests that the exchange rate and the price level were determined more or less simultaneously. This will be made more precise later.

These impressions are confirmed by the following econometric analysis based on the ap-
approach of Garces-Diaz (2016), who applied it to a group of Latin American economies. First, it must be said that the approach followed for the case of the German hyperinflation differs from the other three cases because it is a typical case where cointegration must be applied. For Brazil and Mexico a similar analysis is carried out in Garcés-D’az (2016). For the United States, such approach cannot be applied because there is no evidence that country ever followed a policy of price level determination. Therefore, a simpler Granger causality VAR analysis is carried out for the last three cases.

Some definitions are needed here before discussing the econometric results. When there are cointegration relationships in a model with nonstationary variables one can distinguish two kinds of Granger causality. If the short-term shocks, for example lags of the changes of some variables or any other stationary terms in the model help to forecast a different variable then there is short-run Granger causality. However, in a cointegration system there is another way in which one variable can be forecast on the basis of others. This is through the impact of the error correction term where those other variables might be present. In this case, there is long-run Granger causality, also known sometimes as “cointegrating causality,” going from the nonstationary variables in the error correction term to the variable being forecast (Hatanaka, 1996, pp. 237-8). Long-run Granger causality is closely related to weak exogeneity, a concept introduced by Engle et al. (1983):

“...a variable \( z \), in a model is defined to be weakly exogenous for estimating a set of parameters \( \lambda \) if inference on \( \lambda \) conditional on \( z_t \) involves no loss of information. Heuristically, given that the joint density of random variables \( (y_t, z_t) \) always can be written as the product of \( y_t \) conditional on \( z_t \), times the marginal of \( z_t \), the weak exogeneity of \( z_t \), entails that the precise specification of the latter density is irrelevant to the analysis, and, in particular that all parameters which appear in this marginal density are nuisance parameters.”

This is a general definition of weak exogeneity that when applied to the case of a cointegrated system is stated as follows: “...a variable is weakly exogenous for the cointegrating parameters if none of the cointegration relations enter the equation for that variable.” (Lütkepohl, 2004). Thus, in a cointegrated system a variable is weakly exogenous if it is not Granger-caused in the long run by the other nonstationary variables. In other words, the long-run causality must exist in only one direction, from the weakly exogenous variable to the
others that do not have this property. Notice that the property is maintained even if short-run Granger causality runs in the other direction. Moreover, Engle et al. (1983) define a variable as strongly exogenous if it is weakly exogenous (or, equivalently, not Granger-caused in the long run) and it is not Granger-caused in the short run either. One should remember that when both concepts, weak and strong exogeneity, are applied to linear models they become equivalent to the more traditional ones of predetermineness and strict exogeneity (Killian and Lütkepohl, 2017, ch. 7).

With this in mind one can analyze the German hyperinflation episode. The following error-correction mechanisms show that the exchange rate and not the money supply was the forcing variable during this period. Also, unbalanced regressions derived from the monetary model show that the circulant was the only variable that was Granger-caused by the others by it did not caused them, i.e., it was determined by the price level which in turn was determined by the exchange rate.

Given that the number of observations is relatively small and, more to the point, it spans less than three years, there are some issues that must be addressed related to the validity of the results. It turns out, that neither of this characteristics of the sample are a matter of concern. The reasons are two. First, there is not a number of observations that can be regarded as minimum for the test to be valid. The reason is that, as discussed before, for the parameters to be rightly estimated is necessary that there is enough information within the sample. This is similar to the case discussed in Campos and Ericsson (1999), who use only 16 years of annual data to estimate a model with five parameters for consumption expenditures in Venezuela for the period 1970-1985. They argue that each observation is highly informative because the variability is very high. In the case of the hyperinflation episodes the situation is similar and the speed of adjustment is so high that the around 30 months used are enough to estimate the models below. This is in fact a way to define a long-run relationship: the period that a system takes to absorb a shock. If the speed of adjustment is high enough, as it is in the case here analyzed, then the long-run happens in a short span of calendar time.

The first hypotheses to test are related to the role of the exchange rate in the determination of the other nominal variables. As discussed above, the demand for foreign currency to pay the war reparations was one of the most pressing matters for the Weimar Republic budget. Thus, one would expect that this fact was reflected in the behavior of the nominal sector. In particular, the exchange rate should be a weakly exogenous variable with respect to the price
level and the amount of currency, according to what Bresciani-Turroni (1968) observed. In this case, in an equation for the exchange rate with dependent variable $\Delta e_{t-1}$, there would be no feedback from the price level. For this to happen, the variable $e_{t-1}$ should be statistically nonsignificant in an unrestricted error correction mechanism. Thus, the null hypothesis in the equation is that the coefficient for $e_{t-1}$ is equal to zero, using the proper critical values for this kind of models. On the contrary, in the equation for $\Delta p_{t-1}$, the lagged variable level of the price level $p_{t-1}$ must be statistically different from zero with the hypothesis also evaluated with the proper distribution. Also, in a cointegration system for the exchange rate and currency, in the the unrestricted error correction model for $\Delta e_{t-1}$, the coefficient for $e_{t-1}$ should be statistically not different from zero. But is there is cointegration, then in the unrestricted error correction model for $\Delta m_{t-1}$ the coefficient for the variable $m_{t-1}$ should be different from zero.

Table 1 shows the estimates for the four error correction models mentioned above. Only in two of them the key parameter is significant. The first two are for the pair exchange rate and the price level ($e_t, p_t$) and the other two are for the exchange rate and the circulant ($e_t, m_t$). From the appropriate estimated parameters, one can infer which the leading variable was for the nominal system during this period. The four models take the form of unconstrained error correction mechanisms, one for each pair of the variables here considered. The regression constants are not reported. The null hypothesis are described at the end of table.

For each model, the chief parameter corresponds to the lagged level of the variable which is the dependent one in the form of first difference. The highlighted cells in Table 1 contain the corresponding estimates of those parameters. The distribution of the $t$ statistics for them is nonnormal. Tables for the critical values for this kind of models are provided by Ericsson and MacKinnon (2002). From their Table 3, one obtains the critical values. The first key parameter, that for $e_{t-1}$ when the dependent variable is $\Delta e_t$, has a positive sign when it is required to be negative, as in any unrestricted error correction models. If one introduces as a regressor the contemporary value for the rate of inflation $\Delta p_t$, then one obtains the right sign for the estimate, which is -0.26. However, even in that case, the $t$ statistics at -1.41 is far below the critical value of 10 percent of significance which is -3.37. With such value for the $t$ statistic, one can infer that the price level is not a weakly exogenous variable for the exchange rate thus, the contemporary value of the rate of inflation cannot be used in a regression as an explanatory variable for the exchange rate. That is why the contemporary rate of inflation is
### Table 1: Relationships of the Exchange Rate with the Price Level and the Circulant During the German Hyper-inflation

<table>
<thead>
<tr>
<th>Regressors</th>
<th>Related variables</th>
<th>$e, p$</th>
<th>$e, m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta e_t$</td>
<td>$\Delta p_t$</td>
<td>$\Delta e_t$</td>
</tr>
<tr>
<td>$e_{t-1}$</td>
<td>0.64 (1.95)</td>
<td>0.56 (5.76)</td>
<td>-0.42 (-2.47)</td>
</tr>
<tr>
<td>$p_{t-1}$</td>
<td>-0.56 (-1.64)</td>
<td>-0.56 (-5.76)</td>
<td>n.i.</td>
</tr>
<tr>
<td>$m_{t-1}$</td>
<td>n.i.</td>
<td>n.i.</td>
<td>0.83 (3.74)</td>
</tr>
<tr>
<td>$\Delta e_t$</td>
<td>n.i.</td>
<td>0.74 (15.17)</td>
<td>n.i.</td>
</tr>
<tr>
<td>$\Delta e_{t-1}$</td>
<td>0.36 (2.69)</td>
<td>n.s.</td>
<td>0.86 (1.89)</td>
</tr>
<tr>
<td>$\Delta p_{t-1}$</td>
<td>n.s.</td>
<td>0.22 (5.84)</td>
<td>n.i.</td>
</tr>
<tr>
<td>$\Delta m_t$</td>
<td>n.i.</td>
<td>n.i.</td>
<td>n.i.</td>
</tr>
<tr>
<td>$\Delta m_{t-1}$</td>
<td>n.i.</td>
<td>n.i.</td>
<td>n.s.</td>
</tr>
<tr>
<td>$d_{Jul23}$</td>
<td>n.i.</td>
<td>-0.80 (-6.90)</td>
<td>n.i.</td>
</tr>
<tr>
<td>$d_{Oct23}$</td>
<td>3.46 (7.43)</td>
<td>0.90 (4.41)</td>
<td>n.i.</td>
</tr>
<tr>
<td>T</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.89</td>
<td>0.99</td>
<td>0.83</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.42</td>
<td>0.10</td>
<td>0.51</td>
</tr>
<tr>
<td>Jarque-B</td>
<td>0.09</td>
<td>0.33</td>
<td>0.71</td>
</tr>
<tr>
<td>LM(2) autocor</td>
<td>0.80</td>
<td>0.21</td>
<td>0.66</td>
</tr>
<tr>
<td>LM(1) ARCH</td>
<td>0.86</td>
<td>0.63</td>
<td>0.28</td>
</tr>
</tbody>
</table>

T statistics are between parentheses.

The null hypothesis Ho in each case is that the coefficient in the shaded area is nondifferent from zero.

n.s. means excluded for being nonsignificant.

For Jarque-B, LM(2) autocor LM(2) ARCH the p values are provided.
excluded in the model presented in Table 1. Thus, one concludes that the price level is not a weakly exogenous variable for the exchange rate. Moreover, as the lags of inflation are not significant either, one can also conclude that the price level does not help to predict the exchange rate. The price level does not cause the exchange rate in the Granger sense.

The next estimate to evaluate is that for $p_{t-1}$ in the equation for $\Delta p_t$. The coefficient’s estimate was -0.56, identical in absolute value to the coefficient for $e_{t-1}$ in the same equation. This means that the cointegration vector was (1, -1), implying that the exchange rate and the price level changed in the same percentage amount during the German hyperinflation. Moreover, the t statistic for the coefficient of $p_{t-1}$ was -5.76, which is more negative than the critical value at the 1 percent level of significance of -5.50 provided by Table 3 in Ericsson and MacKinnon (2002). This means that the exchange rate was weakly exogenous with respect to the parameters of the equation for the price level. The coefficient for the contemporary exchange rate depreciation was 0.74, meaning that almost $\frac{3}{4}$ of the depreciation was transmitted in the same month to the price level and its test statistic was very high (15.17). Two dummy variables were included to ensure the normality of the regression errors.

Similarly, the third and four columns show the regressions for the pair $(e_t, m_t)$. The main coefficient for the third regression is -0.42 but it has a t statistic of -2.47, which is even far less negative than the critical value of -3.19 for a 10 percent significance. This implies that money is not a weakly exogenous variable for the exchange rate. On the contrary, the coefficient for lagged money in the fourth regression was -0.19, with a t statistic of -4.81. This is more negative than the critical value for the 1 percent level, which is -4.09. From this, one can conclude that the exchange rate is weakly exogenous with respect to money supply. For the last regression, the sample was cut short at May 1923 because of the wild behavior of money at the end of the hyperinflation that has been documented often (Cagan, 1956 and Georgoutsos and Kouretas 2004).

A complementary procedure shows that money is the statistically more endogenous variable in the system or, in other words, it is Granger-caused by both the exchange rate and the price level. To do this, consider that during the German hyperinflation all the relationships for the classical monetary model were holding, as suggested by Frenkel (1980). For this episode, both real income and the foreign price level are of little relevance given the large variability of the domestic nominal variables. Thus, equations (6) and (8) are reduced to the following:
These equations for the log levels of the variables do not imply any particular Granger causality structure but they can be used to derive it. The first step consists in running a regression of the rate of change of each variable against the lagged levels of the other two and lags of the rate of change of the three variables. In Garces Diaz (2016, 2017) this was done only for the rate of inflation as the dependent variable. These regressions are:

\[ \Delta e_t = \beta_p e_{t-1} + \beta_m m_{t-1} + \phi_p \Delta p_{t-1} + \phi_m \Delta m_{t-1} \]  
\[ \Delta p_t = \beta_p e_{t-1} + \beta_m m_{t-1} + \phi_p \Delta e_{t-1} + \phi_m \Delta m_{t-1} \]  
\[ \Delta m_t = \beta_e e_{t-1} + \beta_p p_{t-1} + \phi_e \Delta e_{t-1} + \phi_p \Delta p_{t-1} \]

Where the superscripts refer to the dependent variable and the subscripts to the regressors. These are unbalanced regressions due to the fact that the integration order of the dependent variable, which is in first difference, is lower than that of the regressors in levels. Because of this, the t statistics for the coefficients with the higher order of integration cannot be analyzed with standard inference. However, differently from what happens in the case when there is one nonstationary regressor, which can generate a spurious relationship, as shown by Granger and Newbold (1974), the presence of two nonstationary regressors helps to avoid this problem, provided the correct distributions are used in the inference. As discussed in Pagan and Wickens (1989), if the nonstationary regressors are unrelated to the dependent variable, then their coefficients must be zero. If they form a valid cointegration relationship they form a valid regression but with coefficients with a nonstandard distribution. This is done here transforming the unbalanced regressions into unrestricted error correction models and use the Ericsson and MacKinnon (2002) tables mentioned before.

The procedure is the following. First, when the monetary model does not work as prescribed by theory, the coefficients for the nonstationary variables should be zero in all three equations. So, this procedure is a simple way to test if the monetary model is working in a given sample or not. Second, if the monetary model is truly working, the nominal variables
$e_t$, $p_t$ and $m_t$ can be used as proxies of one another. In principle, the estimates of those parameters should be very similar in absolute value because of the restrictions on the parameters of the monetary model. The interesting part comes from the fact that if one regression is valid in the sense that the nonstationary variables are statistically significant, and at least one must be because otherwise there would be no cointegration, then the coefficients for the nonstationary variables will have the signs reversed. The variable with negative sign takes the place of the one for which the error mechanism is going to be formed. Table 2 shows the estimates for the unbalanced equations. Again, the table has shaded cells for the statistics emphasized.

Table 2: Unbalanced Regression Tests for Monetary Variables in German Hyper-inflation

<table>
<thead>
<tr>
<th>Regressors</th>
<th>$\Delta e_t$</th>
<th>$\Delta p_t$</th>
<th>$\Delta m_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{t-1}$</td>
<td>n.i.</td>
<td>0.36</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>(2.40)</td>
<td>(-4.26)</td>
<td></td>
</tr>
<tr>
<td>$p_{t-1}$</td>
<td>-0.10 (-0.25)</td>
<td>n.i.</td>
<td>-0.95 (-4.26)</td>
</tr>
<tr>
<td>$m_{t-1}$</td>
<td>0.30 (1.25)</td>
<td>-0.35 (-1.78)</td>
<td>n.i.</td>
</tr>
<tr>
<td>$\Delta e_t$</td>
<td>n.i.</td>
<td>n.s.</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.22)</td>
</tr>
<tr>
<td>$\Delta e_{t-1}$</td>
<td>0.36 (2.69)</td>
<td>1.05 (4.11)</td>
<td>n.s.</td>
</tr>
<tr>
<td>$\Delta p_{t-1}$</td>
<td>n.s.</td>
<td>1.68 (4.65)</td>
<td>n.i.</td>
</tr>
</tbody>
</table>

Period

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.33</td>
<td>0.63</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.40</td>
<td>0.28</td>
</tr>
<tr>
<td>Jarque-B</td>
<td>0.12</td>
<td>0.68</td>
</tr>
<tr>
<td>LM(2) autocor</td>
<td>0.30</td>
<td>0.93</td>
</tr>
<tr>
<td>LM(1) ARCH</td>
<td>0.58</td>
<td>0.64</td>
</tr>
</tbody>
</table>

$t$ statistics are between parentheses.

n.s. means excluded for being nonsignificant.

For Jarque-B, LM(2) autocor LM(2) ARCH the p values are provided.

For the first regression, that for $\Delta e_t$, the negative sign corresponds to the coefficient for $\Delta e_{t-1}$. Its $t$ statistic is small, -0.25, very far from showing significance. For the next regression, corresponding to $\Delta p_t$, the $t$ statistic in the shaded cell is -1.78, again very far from being significant. On the contrary, the $t$ statistic in the shaded cell for regression corresponding to $\Delta m_t$ is -4.26, which is more negative than the critical value of -4.09 in the Ericsson and
MacKinnon table 3. It is also important to notice that the absolute values for the coefficients of $e_{t-1}$ and $p_{t-1}$ in that regression, 0.98 and 0.95 respectively, are very similar. This is because as shown in the previous table the exchange rate and the price level are cointegrated with coefficients (1,-1). For these equations, the sample was shortened to the first half of 1923, as has been common practice in models on the German hyperinflation (as, for example, in Cagan’s classical paper) because during the second part of 1923, money growth behaved wildly, in a way that has resisted a clear explanation within a model.

Thus, during the German hyperinflation, the pricing equation working was really (7) and not (1), as is often stated. In other words, there was an implicit price level determination regime with the exchange rate rather than money as the driving variable. Of course, this does not contradict that people were expecting increases in the money supply after rising prices. Money can be very well the final cause of inflation but there is at least a practical relevance in asking in general terms why is that Granger causality varies according to the monetary regime. This is best exemplified looking at two cases that share several similarities and are not pure cases of hyperinflation. Indeed, the approach applied to the German hyperinflation can be applied to any case regardless of the level of inflation provided there is enough information in the sample.

4.2 Mexico (1932-2013)

A cointegration analysis for Mexico and Brazil similar to that applied to the German hyperinflation episode is carried out in Garcés-Díaz (2016) but here an alternative approach is taken. This can also be applied to the cases when the inflation rate is determinated instead of the price level, something where the concept of cointegration is appropriate. However, as the variables involved contain stochastic trends, regular Granger causality tests might not be applicable because the covariance matrix of the joint distribution of the VAR parameters is singular (Killian and Lütkepohl, 2017). However, Toda and Yamamoto (1995) showed that there is a simple solution to this problem. This consists in adding an additional lag to the VAR process fitted to the data for each degree of integration of the series after the optimal number of lags has been determined. This produces a nonsingular covariance matrix for the parameters related to the lags optimally determined. The Wald test is then applied to the optimal number of lags alone ignoring the additional ones arising from the integration of the series.
The Toda-Yamamoto test can account for both long-run and short-run Granger causality but it cannot distinguish between them. When there is long-run causality, then the series must be cointegrated, as discussed above, but the converse is not true. In the cases of Mexico and Brazil, for most of the sample there was price-level determination and cointegration, as shown in Garcés Díaz (2016). However, when both countries adopted inflation targeting, there is no long-run causality so the test indicates the presence or absence of short-run causality. In the case of the United States there is no evidence of price level determination. Only Sweden, among all developed countries, experienced with it during a brief period, as mentioned before. Thus one must consider that in the cases of Mexico and Brazil, the Toda-Yamamoto tests confirm the evidence of long-run Granger causality for the respective subsample. In the case of the United States, the result must be interpreted as evidence of short-run causality. These are the tests applied below. As the data periodicity is annual and it is in turn divided into subsamples (regimes), there is a constrain to the number of lags one can include in the corresponding VARs. This is critical because some of the criteria suggests more than one lag and there is an ambiguity on the degree of integration of the time series, as shown in Garcés Díaz (2016). Because of this, all of the VARs are run with two lags plus an additional one that covers the degree of integration of all the series that will be presumed to be one despite that ambiguity.

The Mexican case produces the clearest application of the hypothesis of simultaneous changes in pricing equations and Granger causality. The country is usually included in the high inflation category (for example, Jones 2011), but it has a more complex and interesting story than that. It actually had an episode of low inflation, virtually identical in average to that of the US (1956 to 1971). Low inflation was again the norm since 2001 onwards. Its highest level of annual inflation was 99 percent in 1987 although it had a month of 12-month inflation of 150 per cent in 1988. The country has applied several types of exchange rate systems. Most interesting, the theoretical monetary relationships, for example PPP and the QEM, appear in its data with stunning clarity for much of the sample.

In Mexico’s case, it is easy to find the dates of change for the pricing equation and Granger causality because there were well-known public events that signaled them. The first episode goes from 1932, when the country like many others abandoned the Gold standard, to 1981. In this long span, the central bank had as an objective to maintain the stability of the nominal exchange rate, despite several devaluations. This required to implicitly determine the price
level, which was tied to the level of currency even though there was no explicit official statement of doing so. Thus, for this period, the pricing equation at work was (1). The implications of that were that the QEM held and that money Granger-caused the price level.

In 1982, Mexico looked for financial assistance from the IMF. In the agreement with that institution, there were two key provisions that propelled a change in the price equation. First, the central bank could no longer provide financing for the public deficit through primary emission of money. Second, the IMF recommended a policy of competitive devaluations. This shifted the attention of the price setters from money to the exchange rate as the central bank’s instrument to drive the price level. As in the previous regime, this was never stated as an official objective but the behavior of the price level was better described with a price level determination regime. Thus, since 1983 to 2003, the price equation was (13). This changed the Granger causality structure among the variables. Interestingly enough, the year 1982 as period of transition does not fit well in any of the two regimes. A similar transition period happens also in the case of Brazil, described next.

At the end of the 1990s, the Mexican central bank announced its intention to apply an inflation targeting regime. This was a big change because for the first time since its foundation in 1925, it was attempting to abandon any kind of policy setting better that could be described with a price level determination pricing equation. This caused that the new price equation had the form (9). This again caused a change in the Granger causality structure. Since then, both the exchange rate and money aggregates ceased to Granger-cause inflation.

The changes in Granger causality can be appreciated in Table 3, which contains the Toda-Yamamoto (1995) tests for Granger Causality for nonstationary data to the log levels of the price level (\(p_t\)), money (\(m_t\)) and the exchange rate (\(e_t\)) organized by pairs and in different regimes. However, as happens in the United States and many other economies, simple correlations between the output gap, or other measures of economic activity, are not easy to get. A possible reason for this, besides perhaps not being closely related as some economists suggest, is provided in the discussion for the United States below: for the first time, Mexico and the United States had similar pricing equations.

There are several alternatives of impulse-response functions for these VARs. Figure 2 shows the impulse-response functions for pairs of the first differences in monetary variables for the three regimes determined by different pricing equations. These confirm the structure of Granger causality for each regime. Similar results are obtained with VARs in levels and
Table 3: Mexico: Bivariate Granger Causality Tests For Nonstationary Variables in Each Regime

<table>
<thead>
<tr>
<th>Dependent Variable: Price Level $p_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Inflationary Money $(m - y)_t$</td>
<td>9.73</td>
<td>0.01</td>
<td>2.27</td>
</tr>
<tr>
<td>Exchange Rate $\epsilon_t$</td>
<td>2.17</td>
<td>0.34</td>
<td>7.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent Variable: Inflationary Money $(m - y)_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Price Level $p_t$</td>
<td>1.73</td>
<td>0.42</td>
<td>15.89</td>
</tr>
<tr>
<td>Exchange Rate $\epsilon_t$</td>
<td>1.52</td>
<td>0.22</td>
<td>11.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent Variable: Exchange Rate $\epsilon_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Price Level $p_t$</td>
<td>2.23</td>
<td>0.33</td>
<td>1.56</td>
</tr>
<tr>
<td>Inflationary money $(m - y)_t$</td>
<td>7.57</td>
<td>0.01</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The test was modified following Toda and Yamamoto (1995).

The Wald test statistic is distributed as a $\chi^2(2)$.

also imposing cointegration restrictions. Actually, in this case is possible to construct inflation models for each regime based on the long-run relationships and their respective error-correction mechanisms. They provide good forecasting performance out of sample, as shown in Garcés Díaz (2016).

However, the property of switching Granger causality makes this a more complex task than usual because most cointegration tests methods are based on the assumption of invariant Granger causality or, equivalently, the constancy of the feedback parameters. In a companion paper (Garcés Díaz 2016), this procedure is described for Mexico and other five major Latin American Economies. The equations obtained for Mexico are an error-correction model based on money for the period 1932-1981; an error-correction model based on the exchange rate for the 1983-2000 sample and; a model of noise for the period 2001-2013.
The sample for the last regime is rather short (13 data points) so it is hard to find a correlation between inflation and a measure of economic activity slack (defined here as the output gap obtained from a Hodrick-Prescott filter), which tends to be weak in the United States as well, as discussed below. However, when the movements are sharp, these two variables can be more correlated. Figure 3 shows inflation and the output gap for the said period. Only during the sharp contraction following the world financial crisis of 2008 both variables seem to be closely related with the expected sign. A longer period going forward might reveal a closer relationship but that is not a certainty.

Figure 2: Impulse Responses of Bivariate VARs in Each Regime for Mexico.
4.3 Brazil (1950-2013)

The case of Brazil is very similar to that of Mexico in terms of the use of pricing equations. The dates of change of pricing equations for both countries are even very close to each other. For the period 1950 to 1979, the pricing equation that determined inflation dynamics was that for price level determination based on money (equation (1)). There were two years of transition, 1980 and 1981, that do not fit well in any regime. For the sample 1982-1998, the working pricing equation was based on price level determination based on the exchange rate (1) (equation (7)). For the period 1999 to 2013, also related to the adoption of inflation targeting, the pricing equation had the form (9) and inflation became basically noise around a constant. As happened with the Mexican case, the tests reported in Table 4 indicate that Granger causality changed according to the movements from one regime into another. In the first one, the driving variable was money. In the second regime, the forcing nominal variable was the exchange rate and during the third regime neither money nor the exchange were systematic drivers of inflation. In Garcés Díaz (2016), detailed inflation models for each regime are estimated and outperform other alternatives in out-of-sample exercises.

4.4 United States (1880-2007)

United States inflation is one of the most studied economic phenomena and the models designed for that purpose are often applied to other economies. It might be surprising then that,
Table 4: Brazil: Bivariate Granger Causality Tests For Nonstationary Variables in Each Regime

<table>
<thead>
<tr>
<th>Dependent Variable: Price Level $p_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Inflationary Money $(m - y)_t$</td>
<td>3.99</td>
<td>0.05</td>
<td>0.14</td>
</tr>
<tr>
<td>Exchange Rate $e_t$</td>
<td>3.49</td>
<td>0.06</td>
<td>25.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent Variable: Inflationary Money $(m - y)_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Price Level $p_t$</td>
<td>0.91</td>
<td>0.33</td>
<td>1.77</td>
</tr>
<tr>
<td>Exchange Rate $e_t$</td>
<td>1.42</td>
<td>0.23</td>
<td>29.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent Variable: Exchange Rate $e_t$</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excluded Variable</td>
<td>$\chi^2(2)$</td>
<td>p-value</td>
<td>$\chi^2(2)$</td>
</tr>
<tr>
<td>Price Level $p_t$</td>
<td>17.00</td>
<td>0.00</td>
<td>2.50</td>
</tr>
<tr>
<td>Inflationary money $(m - y)_t$</td>
<td>1.58</td>
<td>0.20</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The test was modified following Toda and Yamamoto (1995).

The Wald test statistic is distributed as a $\chi^2(2)$.

despite this, the causes of inflation in the United States are still subject to debate. There have been two main theoretical approaches although they have also been mixed. None of them has fared particularly well in the last three decades when it comes to its forecasting performance.

The oldest approach is based on money. Although it is often stated that in the long run the only cause of inflation is money (Romer, 2011), the evidence for that has weakened because money growth has been losing its tight connection with inflation, as found by Lucas and Nicolini (2013). These authors attempt to solve the problem by proposing a new definition of the monetary aggregate M1, which in its official version had become undependable because of, for example, the introduction of “sweeps” by commercial banks (Ball, 2012).

However, there is not a clear mechanism through which money determines long run inflation while in the short run it might have no visible effect. Furthermore, although there have
been many attempts to show that money demands are stable in both the long-run (Benati, et al. 2016) and the short run (Ball, 2012), the procedures involved in these studies have ignored the possibility of a regime changes that could be hidden by the dominance of some periods. For example, Teles and Uhlig (2013) found for a large sample of countries that the relationship between the price level and money has decreased considerably since the 1990s. As since that period inflation has tended to become lower in most countries, its properties might be dominated by previous episodes of higher and more variable inflation and money growth.

Because of that, it would be better to consider equation (6) as a more proper pricing equation for the United States for the time when money had an effect on inflation, possibly from 1880 to the 60s or seventies. For many years already, it has been stated that money is not useful to forecast inflation in the United States as in the form of the P* model (Christiano, 1989).

A more recent and popular alternative is the Phillips curve, adopted since the sixties by Keynesian economists as their pricing equation. According to Stock and Watson (2007), that model was able to produce good inflation forecasts from 1970 to 1983. However, since the outset of the Great Moderation (1984 to 2004 in their sample), they found that it had a dismal performance. More recent work has confirmed this finding for later years. In particular, the failure of the Phillips curve to forecast inflation after the 2008 economic crisis (“the missing deflation” puzzle) and the posterior recovery (“the missing inflation” puzzle) has been widely commented. Some economists have expressed doubts that inflation in a stable economic environment can really be tied to specific causes. For example, Hall (2011) suggested to consider inflation as a “near-exogenous” process, echoing what many Keynesian models from the 1950s to the early 1970s assumed (Woodford, 2008). Nevertheless, Del Negro et al. (2015) made some modifications to the standard New Keynesian model and were able to produce better forecasts for that event and following years. However, they did not address the previous the problem of poor forecasting since the mid eighties.

Goodfriend and King (2009) provide an explanation for the lack of predictive power of economic activity on inflation. They suggest that if the central bank stabilizes economic activity in their “business as usual” practices, then inflation becomes determined only by its trend and output gap or unemployment measures cannot be used to forecast it. When the central bank actively attempts to control growing inflation by raising the interest rate to slow economic activity, as the Fed did during the seventies and early eighties, slackness
measures have predictive power in inflation models. This explanation is consistent with what was observed by Stock and Watson (2007).

Differently from other cases examined in this paper, the changes of regime in the United States are harder to see because its macroeconomic variables are relatively not very volatile, the information they contain is harder to extract. For example, Sims and Zha (2006) found necessary to include money (M2), along the federal funds rate, to be able to identify the monetary policy regimes that the Federal Reserve has followed. They argue that in the seventies, monetary aggregates were part of the discussions of monetary policy.

Because of this, the date of change of one regime into another was chosen as follows. There was a regime when money was tightly related to inflation from 1888, when the sample starts, to 1983 when the connection between them began to diminish and the Great Moderation was about to start. This separation of regimes reveals that not only the correlation between these variables weakened since the beginning of the eighties: Granger causality from money growth to inflation also disappeared since the Great Moderation, as can be seen in Table 5. As money grew faster since 2008 because of Federal Reserve’s quantitative easing, it is clear that the causality has not been reestablished since then.

5 Conclusions

A promising approach to get a better understanding of inflation dynamics is to consider radical regime changes of the pricing equation, not only in the parameters of a specific type. In other words, one can ponder the possibility that the whole right-hand side of an inflation model changes, including the explanatory variables and the functional form. This approach has been somehow implicit in many studies. For example, for a period of hyperinflation there is one type of pricing equation (for example, a monetarist one) that is replaced by another when inflation is low (for example, a Keynesian one).

A first consideration is to explicitly decide if the monetary regime in place determines either the price level or the inflation rate as this settles the issue of how persistent different inflationary shocks are. Next, it is important to decide if the main objective of the monetary authority is to maintain price stability or something else (for example, budget deficit financing). Then it is necessary to identify the drivers of inflation that can be regarded as systematic
Table 5: Trivariate Granger Causality Tests For US Inflation, M2 and GDP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Money Growth $\Delta m_t$</td>
<td>6.86</td>
<td>0.01</td>
<td>1.37</td>
<td>0.50</td>
</tr>
<tr>
<td>GDP Growth $\Delta y_t$</td>
<td>0.17</td>
<td>0.68</td>
<td>1.01</td>
<td>0.60</td>
</tr>
</tbody>
</table>

- The test was modified following Toda and Yamamoto (1995).
- The Wald test statistic is distributed as a $\chi^2(2)$.

so one does not have to deal with many factors that, although they might be important at some periods, it is not necessary they are always acting. Thus, one has to look carefully for the variables that are the acting systematic inflationary factors at each point of time. By applying that procedure, one has to give a central role to Granger causality and conditional forecasts of inflation. A variable that has no predicting value for inflation is discarded as a systematic cause of price changes. This approach solves several puzzles such as the declining contemporaneous and dynamic correlations of money growth, exchange rate movements and economic slack measures with inflation.

During the German hyperinflation, money is Granger-caused by the price level and not the other way around. This has been explained as a trick played by the rational expectations of economic agents. However, there are cases, as those presented here, where the direction of Granger causality is the opposite so currently there is at least an incomplete explanation for what happens to Granger causality properties in one case or another. For Mexico and Brazil,
the Toda-Yamamoto tests show that there was change in the direction of Granger causality at given dates, obtained through a review of historical events (for example, the announcement of the adoption of inflation targeting). In both cases, the money stock was the driving force behind price level movements. Then from around 1982 to the beginning of the 2000s, the exchange rate was the driving cause behind the price level determination. In none of these episodes the main concern of the central banks was price stability. However, since around the beginning of the 2000s both countries adopted inflation targeting and the pass-through of both money and exchange rate shocks on inflation were considerably diminished to tiny effects, if any. For the United States there was also a change in Granger causality. Before the eighties, money growth Granger caused inflation but since the mid eighties onwards, the causality changed direction and money became of little use to predict inflation. This is consistent with the dominance of cashless models of inflation in recent times.

Although the approach looks promising to solve some issues of the dynamics of inflation, there are others that are left unanswered. The results for the United States shows that identifying the direction of Granger causality is not enough to obtain a forecasting model that beats simple time series models. An additional weakness is that the dates of the regime changes have to be provided by the modeler. This seems to be a rather challenging problem with no easy solution. Nonetheless, the approach seems worth trying with different data sets. Among some projects, one can study general differences in the dynamics of inflation between advanced and emerging economies. Another project is the application of the approach to the data of some relevant papers on inflation models such as that of Hendry (2001 and 2015), who uses many explanatory variables for inflation instead of the very few that are suggested in this article.
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A Data Sources

All the series analyzed in the paper were transformed to natural logarithms. As discussed in Garcés Díaz (2016), the integration properties of the data were evaluated for the whole sample and they are ambiguous in some cases as some could be taken as I(2) instead of I(1). There is no point in analyzing such property for each regime as the results would be undependable given the small size of the subsamples.

The data for this paper come from the following sources:

German Hyperinflation:
All data was copied directly from the tables in the book by Bresciani-Turroni (1968).

México:
The GDP ($Y$) for Mexico was constructed with the real series in local currency (base 2008) from the International Monetary Fund’ WEO Database October 2013 and extrapolated...
backwards from 1979 to 1900 with the rates of change from the historical series of Instituto Nacional de Estadística, Geografía e Informática (INEGI).

The price level \( P \), was constructed with the series of National Consumer Price Index from 2001 to 2013 and it was extrapolated backwards from 2000 to 1932 with the implied variation rates of the Wholesale Price Index for Mexico City.

The nominal exchange rate \( E \), currency \( M \), and \( P \) were obtained 1980-2002 Instituto Nacional de Estadística, Geografía e Informática (INEGI) at: http://www.inegi.gob.mx; or from Banco de México at: http://www.banxico.org.mx.

For the period 1940-1979, it was taken from the book “Estadísticas Históricas del INEGI.”

Brazil:

The price level data was obtained from the website Ipeadata. The rest of the data was taken from the International Finance Statistics (IFS).

United States:


\( \text{M2} \) was obtained for the period 1960-2007 from the information system FRED by the Federal Reserve Bank of St. Louis. This series was extrapolated backwards to 1880 using the rates of growth of the M2 series taken from the data of Rapach and Wohart (2002) “Testing the monetary model of exchange rate determination: new evidence from a century of data,” *Journal of International Economics* 58 (2002) 359-385.

\( \text{GDP} \) was obtained from FRED for the period 1947-2007 and it was extrapolated backwards to 1880 using the rates of growth of the M2 series taken from the data of Rapach and Wohart (2002).